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Computational Linguist,
Grammarly

Oksanaét‘ Kunikevych

» After graduating from Lviv Polytechnic National University
two years ago, Oksana joined Grammarly as Computational
Linguist. At Grammarly she is working in the area of Natural
Language Processing. Her current projects are focused on
error correction and stylistics.

» Oksana is also passionate about coding. She is one of the
organizers of DjangoGirls workshops that aim to teach
women to code in Python.



1. What is Grammarly?
2. Real-world NLP applications
3. NLP at Grammarly



1. What is @ grammarly ?



What Is Grammarly?

Our mission is to improve lives
by improving communication. , ,

—— Grammarly



What Is Grammarly?

Al-powered assistant that
makes communication:
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\y clear
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@ effective




What Is Grammarly?

Freemium product (since

Lo
‘E’ Jan, 2015)
®
al

Over 10 million active
users in Chrome Store alone

(multiple patents pending,
NLP experts)

Qa Deep intellectual property

Available for:

¢
[] Office







Demo time!
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2. Real-world NLP applications



NLP applications

Natural Language Processing

Artificial

Intelligence

Goal: have computers understand natural language in
order to perform useful tasks



NLP applications '

Types of NLP Applications:
* Analysis

e Transformation



NLP applications: analysis )

Spam filtering

YOU SHALL NOT PASS

-MY SPAM FILTER



NLP applications: analysis

Sentiment analysis

S
©
©



NLP applications: analysis

Sarcasm detection

0 John Doe
¥ \Wow, 35 minutes to get a cup of
coffee? |Great job] CoffeeCup




NLP applications: analysis

Search engines

.. and many more! Li%‘ﬁ?é%“’ Desperate
GO‘) OO0 )gkb
12 3458780810 Next
I T
It's got to be

here somewhere



NLP applications: transformation

Translate
Machine Translation
English Spanish French German-detected ~ -
X

Die Volkswirtschaftslehre (auch Nationalokonomie, Wirtschaftliche
Staatswissenschaften oder Sozialokonomie, kurz VWL), ist ein
Teilgebiet der Wirtschaftswissenschatt |

40) & SRTE00

English Spanish Arabic ~

The economics of economics (including economics, economics,
economics, economics, economics, economics) is a part of economics

[D D # Suggest an edit



NLP applications: transformation
in recent years

slowed down

growth  has

Economic
Das Wirtschaftswachstum hat sich in den letzten Jahren verlangsamt .
in recent vyears .
|
/l
I
l

Economic growth has slowed down
f

La croissance économique s' est ralentie ces dernieres années



NLP applications: transformation

Summarization

Document

Summary




NLP applications: transformation

£ Messages dad Details

WA W Ay .v' ,uv‘ TNFN YN

Speech to Text / Text to Speech know what time

Love you that's it send
Siri send it Siri are you on
crack send the message
to her



NLP applications: transformation

Question Answering

Resolved Question

| was bitten by a turtle when i was a young lad,
can i still drink orange juice?




NLP applications: transformation

Error correction
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3. NLP at Grammarly



NLP at Grammarly

Some statistics

Non-natives make 1 mistake every 10 words.

Most popular errors:

spelling

preposition choice

missing article

missing or redundant punctuation
word choice



NLP at Grammarly

Some statistics

Grammarly:
5B+ 2M+
Words a day Mistakes a

day



NLP at Grammarly

COMPUTATIONAL LINGUIST

NLP TECHNOLOGIES
BASIC TECH SKILLS * NLP resources

* Regular expressions ® NLP libraries
» Shell commands
* Text editors
* Logic

* NLP algorithms

COMPUTER SCIENCE
* Scripting
*» OOP \_ﬁ\
* Scraping

* Algorithms
» Data structures

LINGUISTICS
* Structural Linguistics
* Pattern Recognition
* Linguistic ambiguities
* Research skills



NLP at Grammarly

New feature lifecycle:

 Research the problem

* Decide on the approach
* Develop algorithm

* Test thoroughly

* Release

* Monitor feedback



NLP at Grammarly

Mistake: Missing article

| borrowed (an/the) excellent book from my friend.




NLP at Grammarly

1. Research the problem

e Grammar rules
o A oran: | left an excellent book on the
table.

o Countable or uncountable: This is the best

pizza known to man.

e Exceptions
O British English vs American English
AmE: an herb
BrE: a herb

NV}
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NLP at Grammarly

2. Decide on the
approach

Error correction

problem

4 Machine Learning )

Rule-based approach




NLP at Grammarly

3. Develop algorithm

| borrowed (an/the) excellent book from my friend.

ALGORITHM:

For every noun phrase in the sentence

Check if there is no article modifying the noun
Check if noun is singular
Check if noun is countable

Decide if noun requires “A” or “AN”

o g A~ w e

Add article to the noun phrase




NLP at Grammarly

How do we formalize the syntactic
structure?

3. Develop algorithm




NLP at Grammarly

Example of a tree:

e constituency tree

O every token is a part of some phrase
constituent (parent node)

O shows relations among the constituents

o hierarchical structure 3

/\

NP VP

I /,T\
v NP PP
borrowed excellent |book f,/thhx

from NP
my friend



NLP at Grammarly

How computational linguists see

trees:

(TOP
(S (NP
(VP

(DT "an")

(1.

(PRP "I") )

(VBD

"borrowed")

(NP. (JJ "excellent")
(NN "book"))

(PP

LA

(IN
(NP

"))

"from" )
(PRP$ "my")
(NN "friend"))))



NLP at Grammarly

3. Develop algorithm

Not that easy!

This is the best pizza known to man!
This is the best pizza known to a man!

This is the best pizza known to the man!

1 @ [countable] an adult male human

2 @ [uncountable] humans as a group or from a particular period of history



NLP at Grammarly

3. Develop algorithm

N-grams

Sequences of elements and their frequencies:
e unigrams, bigrams, 3-grams, 4-grames, ... n-grams

e at different language levels
— token ngrams:
e ("handsome”, "man"): 160,000
e ("pretty”, “man”): 5,000
— character ngrams

e “st”:14,000; “ct”:4,000; “str”:1,500;



NLP at Grammarly

3. Develop algorithm

Google Books Ngram Viewer

displays a graph showing how phrases have occurred
in a corpus of books (e.g., "British English", "English
Fiction", "French") over the selected years.



NLP at Grammarly

Google Books Ngram Viewer

Graph these comma-separated phrases: ‘ known to man,known to a man,known to the man ‘ case-insensitive

between 1900 and 2008 from the corpus English |2 with smoothing of 3 &) Search lots of books

0.0000450%
0.0000400%
0.0000350%
0.0000300% 4
0.0000250% - known to man
0.0000200% ~
0.0000150% -
0.0000100%
0.0000050%

known to the man

0.0000000% 7 : : . ; ——————ay : ; = known to a man
1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000




NLP at Grammarly

Google Books Ngram Viewer

Graph these comma-separated phrases: [ b historic,an historic ‘ case-insensitive

between 1900 and 2008 from the corpus English |4 with smoothing of 3 |4, Search lots of books

0.000120% -
0.000110%
0.000100% a historic
0.000090% -
0.000080%
0.000070% -
0.000060% -
0.000050%
0.000040% -
0.000030% -
0.000020% -
0.000010% ~

0.000000% T T T T T T T T T T
1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000

an historic

(click on lineflabel for focus)



NLP at Grammarly

3. Develop algorithm




NLP at Grammarly

Where to get sentences to test the
algorithm?

Books
Examples from grammar rules
Imagination

4. Test thoroughly Corpora!




NLP at Grammarly

4. Test thoroughly

Corpus is a large
collection of texts.
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NLP at Grammarly

4. Test thoroughly

Types of corpora:

e Monolingual vs bi/multilingual

e Written vs spoken

® General vs specialized

e Raw text vs tagged (lemmatized, tagged, parsed)

® Synchronic vs diachronic



NLP at Grammarly

Examples of corpora:

Corpus of Contemporary American English

List| Chart Collocates Compare KWIC

4. Test thoroughly _at* book art.ALL =

Find matching strings Reset

) Sections Texts/Virtual Sort/Limit Options




NLP at Grammarly

4. Test thoroughly

Examples of corpora:

Corpus of Contemporary American English (i) -

SEARCH FREQUENCY CONTEXT

SEE CONTEXT: CLICK ON WORD OR SELECT WORDS + [CONTEXT] [HELP...]

L I

AW N =

THE BOOK
A BOOK
EVERY BOOK
NO BOOK

34323
19434
273
147



NLP at Grammarly

YARARAY!!

5. Release




NLP at Grammarly

Release

[ borrowed excellent book from my friend.

anexcellent or the excellent

The noun phrase excellent book seems to be missing
adeterminer before it. Consider adding an article.

Vv MORE X IGNORE



V 0 0 4 4
DONT TRY THIS AT HONE!

V0 4 4 4




IELGEVENS

Takeaways (1):
1. Use corpora to get real-world language usage examples and

test language hypotheses.
Links to online available corpora:

1. Netspeak - an online tool which allows you to find any word in a search phrase. It is particularly
handy when you have doubts about how a phrase is formed or cannot find the right word.

2. Corpus of Contemporary American English (COCA) - the name of this resource speaks for itself. It

is not only a collection of AmE texts, but also a powerful search tool.
3. British National Corpus - 100 million word collection of samples of written and spoken language.



http://www.netspeak.org/
http://corpus.byu.edu/coca/
http://www.natcorp.ox.ac.uk/

IELGEVENS

Takeaways (2):

2. Use Google Ngrams to check idiomaticity and frequency of
phrases.



https://books.google.com/ngrams

Thank you!

Any kwestions? lewestions — questions

Oksana Kunikevych
oksana.kunikevych@grammarly.com
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The next webinar

UKRAIMAN
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CONFERENCE

The General Theory of the
Translation Company

by Renato Beninatto

Thursday, November 16
17:00 UTC+2
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